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21.1 The GOMS Model(s) of Manuscript Editing

Goal is to describe user’s cognitive structure in order to predict:
Methods, sequences of operators that are used
Length of time to carry out task

Limitations
Doesn’t deal well with errors
Doesn’t deal with problem solving behaviour

G: Goals to be achieved

O: Operators, skilled actions
       (elementary perceptual/cognitive/motor acts)

e.g.,   GET NEXT TASK
USE-LF-METHOD
USE-S-COMMAND
VERIFY-EDIT

Each operator has specific output and duration
Operators define grains of analysis (can be at various
levels, e.g., “type a command,” individual keystroke, etc.)

M: Methods, procedures for accomplishing goals
Conditional sequence of goals and operators, with
conditional tests on contents of users’ intermediate
memory and state of task environment
e.g.,   GOAL:  ACQUIRE-UNIT-TASK

GET-NEXT-PAGE if at end of page
GET-NEXT-TASK

Methods relatively certain of success in routine cognitive
skills, relative to problem solving, although errors occur
Methods are learned procedures

S:  Selection rules (control structures) for choosing among
available competing methods for achieving goals (Fig. 21.3)
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Example:  manuscript editing w. line-oriented editor  (Fig. 21.1)

Figure 21.1:  Sample GOMS Model for Manuscript Editing  Task
(CMN, 1983, p. 142; BB, pp. 221-222)

Step-by-step behaviour of a GOMS model (Figure 21.2)

Figure 21.2: Trace Model of M4B during Performance of a Unit Task
(CMN, 1983, p. 143; BB, p. 222)
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Figure 21.3:  Selection Rules for LOCATE-LINE Goal, Experiment 5A
(CMN, 1983, p. 153; BB, p. 226)
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21.2 Nature of the GOMS Model

Can derive a hierarchically nested family of models
(Figs. 21.4, 21.5, 21.6) at various levels

Unit-task level
Functional level
Argument level
Keystroke level

Figure 21.4:  Graph of the Family Tree of GOMS Models Investigated for
the POET text editor (CMN, 1983, p. 163)
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Figure 21.5:  Description of Family of GOMS Models Tested
(CMN, 1983, p. 162; BB, p. 230)
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Figure 21.6ab:  GOMS Models of POET
CMN, 1983, pp. 164-166; BB, pp. 231-232)
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Figure 21.6c:  GOMS Models of POET continued
(CMN, 1983, pp. 164-166; BB, pp. 231-232)
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21.3 Applications of the GOMS Model

Predicting task times (Fig. 21.7)
(RMS error = 33% of mean observed time)

Predicting sequence in which operators occurred (Fig. 21.8)
(Average 88%, varied from 79% to 98%)

Note grain of analysis, how do predictions depend on this?
Unit-task level
Functional level
Argument level
Keystroke level

The ability to work at various grains of analysis — very
powerful result!!!!

Figure 21.7:  Accuracy of Time/Task Predictions, Experiment 5C (left below)
(CMN, 1983, p. 176; BB, p. 235)

Figure 21.8:  Accuracy of Operator Sequence Predictions, Expt 5C (right below)
(CMN, 1983, p. 172; BB, p. 233)
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21.4  The Keystroke Level Model

Card, Moran, & Newell, 1980; BB, pp. 192-206

Keystroke level GOMS model operators
MENTAL SEARCH-FOR
TYPE SearchFor + ChooseMethod
LOOK-AT CHOOSE-COMMAND
HOME CHOOSE-ARG
TURN-PAGE COMPARE
MOVE-HAND Compare + ChooseCommand
ACTION EXPRESSION

A rather strange set

Recast the model, staying at this level, assuming method is
known ⇒ The Keystroke-Level Model

Given:
A task (possible involving subtasks)
The command language of the system
The motor skill parameters of the user
The response time parameters of the system
The method used for the task

Predict:
The time an expert user will take to execute the task using
the system, provided he uses the method without error

Τexecute = TK + TP + TH + TD + TM + TR
K = Keystroke, P = Pointing, H = Homing, D = Drawing,
M= Mental, R= Response

(See Figs. 21.9, 21.10)

Note:  Much cleaner formulation than Keystroke Level GOMS
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Figure 21.9:  The Operators of the Keystroke Level Model
CMN, 1983, p. 264; BB, p. 195; BGBG, p. 592)
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Figure 21.10:  Sample Keystroke Level Model Calculations, for the text-
editing task of replacing a 5-letter word with another 5-letter word, where

this replacement takes place one line below the previous modification
(CMN, 1983, p. 266; BB, p. 196)
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21.5 Applications of the Keystroke Level Model

Comparison of text-editing systems on various tasks
11 systems (Figure 21.11)
14 tasks (Figure 21.12)

Figure 20.11:  Systems Measured in the Experiment
(CMN, 1983, p. 271; BB, p. 198)
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Figure 20.12:  Tasks for the Experiment (CMN, 1983. p. 272; BB, p. 198)
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Results predicting performance times
RMS error is 21% of average predicted execution time
(Figs. 21.13, 21.14)

Figure 21.13: Predicted vs. Observed Execution Times in the Experiment
(CMN, 1983, p. 277; BB, p. 201)
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Figure 21.14: Calculated and Observed Execution Times in the Experiment
(CMN, 1983, p. 276; BB, p. 200)
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Other results
Calculating benchmarks for performance
Parametric and sensitivity analysis (Fig. 21.15)

Figure 21.15: Execution times of 3 methods for the misspelled-word task as
a function of n, where the misspelled word is n words back

(CMN, 1983, p. 290; BB, p. 203; BGBG, p. 592)

Model simplifications RMS Error
Keystroke Level 22%
Constant Operator Level 34%

 τ(nM + nK + nP + nH + nD) + TR
Prorated Mental Time 45%

 µ(TK + TH + TP + TD) + TR
Keystroke Only 49%

KnK + TR

21.6 Extensions and Limitations (of Both Theories)

Display editors, graphic systems — Extension
Issues of “mental” operators — Limitation
Doesn’t deal with errors, non-expert behaviour, learning,

problem solving


